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ABSTRACT 
 

The focus of this work is to explore the possibilities of 
recognizing three common user activities (sitting, 
walking and running) with accelerometer data from 
smartphones. Among five common machine learning 
algorithms, Naïve Bayes classifier proved to be the best 
choice. Classification accuracy of more than 90% was 
achieved when phone is carried in a pocket. It is shown 
that this method is appropriate and that the phone’s 
orientation information is not needed. Finally, the 
classification of one day-long data set is presented. 
 
1  INTRODUCTION 
 

Over the previous decade, we have witnessed the 
significant rise of smartphone technology; the built-in 
sensors of such phones have also improved significantly. 
Because contemporary smartphones are highly 
programmable, their cheap and powerful sensors represent 
a variety of new research opportunities in the field of 
mobile context awareness. Data from the built-in sensors 
(e.g. gyroscope, accelerometer, digital compass, GPS, 
microphone and camera) have already led to the 
development of some interesting applications in the fields 
of healthcare [1], social networks [2], business and 
environmental monitoring [3] and transportation [4].  
This article discusses the possibility of activity recognition 
of the smartphone user, with data obtained by the Apple 
iPhone’s built-in accelerometer sensor. Knowing the users’ 
activity could be useful information in profiling their 
preferences and behavior. This information may be used for 
offering personalized recommendations for points of 
interest, services or products (e.g., targeted advertising).  
In this stage, recognizing three main user postural 
behaviors (sitting, walking and running) has been 
researched. Sitting also includes all standstill behaviors 
(like standing), and running also includes all behaviors that 
include sudden movements (jumping). Different activities 
are distinguished based on the data from the 
accelerometers’ sensors, since accelerometer is one of the 
most common sensors and has already been used in many 
studies (even before they were commonly built into 
smartphones) [5]. Using only accelerometer data also has 
another advantage, as it is not particularly demanding on 
the battery, in comparison to other sensors (especially 
GPS). Power consumption can be a difficult obstacle in 

conducting research with smartphones, so energy efficient 
approaches must be considered [6].  
 
2  METHODOLOGY 
 

In this work, supervised machine learning is used for 
recognition of users’ activity; therefore, labeled training 
data from accelerometer sensors had to be collected. 
 
2.1  Application for Collecting Data 
 

A brief survey of the two most popular application markets, 
Apple’s App Store and Google’s Android Marketplace, 
shows that many applications have already been developed 
to extract sensor data from the phone. Consequently, 
instead of developing new piece of software for the task an 
iPhone application called SensorLogger was used.  This 
application records a phone’s sensor data for a later review, 
or streams it to other devices via wireless networks as UDP 
broadcast packets. 
 
2.2  Collecting Data 
 

With the help of this application, a training set spanning 
five hours of user activity was collected by seven users. 
Data from the accelerometers was recorded at a sampling 
rate of 30 Hz. The data was then divided into 
nonintersecting 10 second intervals (windows). For each 
window, several features were computed. A set of features 
of one window represents one sample. In total, 1750 
samples were collected, as summarized in Table 1. 
 
 

Person Sitting Walkin
g 

Runnin
g 

a 80 77 80 
b 79 116 94 
c 79 78 59 
d 92 86 68 
e 68 92 86 
f 166 79 78 
g 68 63 62 

Sum 632 591 527 
Table 1: Training data set 

 
2.3  Orientation Problem 
 

Most current smartphones have tri-axial (3d) 
accelerometers, i.e. sensors detecting acceleration in the x, 



 

y and z directions; sensor orientation depends on phone 
orientation. While information for x, y and z accelerations 
can be extremely useful in the case of body worn sensors, 
where the orientation of a sensor is fixed [9], such regime 
of operation cannot be expected in our case. Since a phone 
is a portable device, it is obvious that its position varies 
from person to person. Figure 1 presents accelerometer data 
from two different persons who were performing the same 
activity (sitting). It is clear that the two sets of data differ 
significantly, which means that the two orientations are 
different. 
One easy solution to the orientation problem is the use of 
magnitude of each (x, y, z) accelerometer signal. Figure 1 
also shows that although the readings from x, y and z axes 
were significantly different, the magnitude signal was very 
similar, which indicates that such information may be used 
as a feature for classification. The magnitude in both cases 
is stationary in time at approximately 1m/s2, which 
corresponds to the sensor measuring the force of gravity 
while being static. 

 
Figure 1: Accelerometer data from two different persons 
performing same activity (sitting) 
 
2.4  Feature Extraction 
 

During the research, many different features were 
considered. Some of them are common when processing 
accelerometer signals (e.g. mean and standard deviation). 
Others, such as dominant frequency [5], are calculated 
based on a signal preprocessed with a discrete Fourier 
transform (DFT).  
However, using all available features as an input in a 
classifier is not always appropriate. If a feature does not 
provide any new information that would improve 
classification, it can be irrelevant, redundant or even 
distracting. To achieve the best classifications results, the 
number of features should be as low as possible, retaining 
only the most relevant ones [8].  
To find the best set of features, the following three subsets 
were analyzed; 

 All Features: mean, standard deviation, variance, 
median, root mean square, skewness,  kurtosis, 25 
percentile, 75 percentile, inter-quartile, mean 
crossing rate, dominant frequency, DFTs energy, 
spectral entropy, xy correlation, xz correlation, yz 
correlation. 

 Simplified Features: mean, standard deviation, 75 
percentile, dominant frequency, xy correlation 

 Mean & StdDev: mean, standard deviation 
 
The first set, All Features, contains features that have 
already been considered in some of the related literature on 
activity recognition research [9]. We omit the definitions of 
used features due to the lack of space and refer the reader to 
[9][5]. The second set, Simplified Features, includes some 
of the most popular features for activity recognition [5]. 
The third set contains only two features: mean and standard 
deviation. Different studies [7] show that only with these 
two features it is possible to classify user behavior to some 
degree of accuracy. The benefits of using only two features 
are energy efficiency and ease of computation, which make 
them highly appropriate for the use in systems with low 
computation power. 

 
Figure 2: Mean vs. Standard deviation clustering  
 
Figure 2 shows clustering of activities from different users 
by using only Mean and Standard deviation as features. The 
boundary between sitting and movement (walking or 
running) is quite obvious, but less so between walking and 
running. This is mainly because the smartphones were worn 
differently and also because people walk and run 
differently. The clusters with larger variance and larger 
average force magnitude (top right region) correspond to 
the users (c and g) wearing the phone in more loose 
pockets, causing more phone movement. In contrast, users 
who wore phone more tightly to their body (a, b, d, e and f) 
caused less vibrations and less dispersed signals. While the 
walking and running are linearly separable for each user 
individually, they are no longer linearly separable for all 
users simultaneously. 



 

A particularly useful feature to distinguish between walking 
and running is the dominant frequency. From Figure 3, it is 
clearly seen that the average dominant frequency of persons 
in the test group for walking is 2 Hz, and the average 
dominant frequency for running is 2.9 Hz. This is also very 
interesting information from which the approximate speed 
of the user could be calculated. 

 
Figure 3: Dominant frequency 
 
2.5  Feature and Classifier Selection 
 

For testing and evaluating different sets of features and 
different classifiers, a Weka toolkit [10] was used. Five 
common machine-learning algorithms (Decision Tree (J.48), 
Naive Bayes (NB), k-Nearest Neighbor (IBK), Support 
Vector Machine (SMO) and Neural Network (Multilayer 
perceptron)) were used to test the accuracy of the activity 
detection of all three previously mentioned feature sets. 
All classifiers for every person in the data set have been 
tested, in a way that the person that was being tested was 
excluded from the training data. The results in Figure 4 are 
the average results for all classifiers and all features sets. 
It is seen that Naïve Bayes in combination with the 
Simplified feature set has the most correctly classified 
samples (93.2%). The second best results (88.2%) are of the 
Decision Tree classifier, which is a tremendously popular 
choice in activity recognition research [11]. It is also seen 
that the Simplified Feature set generally gives better results 
than All Features set, as it was expected and discussed in 
previous section. Mean & StdDev set also gave some quite 
acceptable results, but considering the fact that smartphones 
are constantly becoming more powerful, there is no need for 
this kind of simplification. Based on these observations, we 

focused the evaluation on the Naïve Bayes classifier based 
on Simplified features. 

 
Figure 4: Feature sets and Classifiers evaluation 
 
2.6  Naïve Bayes Classifier 
 

For classification with Naïve Bayes, data from every feature 
set first had to be discretized in to several parts, so that 
every piece contains approximately the same amount of 
data. Bayes Theorem with Laplacian smoothing is then used 
to calculate the likelihood of one sample belonging to each 
class (activity). The sample is classified into classes with the 
highest calculated probability. 
Finally, the classifier was tested on the set of data that was 
not in the test group. From the confusion matrix in Table 2, 
it is seen that the classifier is working properly. With 96.3% 
correctly classified samples, the result is slightly better than 
in the previous test; this is due to data discretization. 
 

Labeled 
activity 

Recognized activity 
Running Walking Sitting 

Running 92 2 0 
Walking 0 116 5 
Sitting 0 4 75 

Table 2: Confusion matrix 
 
3  RESULTS 
 

The goal of this research was to recognize three common 
human physical activities (sitting, walking, running) with 
accelerometer data, regardless of the phones’ orientation. In 
the previous section, it was shown that classification with 
Naïve Bayes classifier worked well with the labeled 
samples. In this section, data collected from one entire day is 
classified. 
Twelve hours of data were collected on one working day by 
the author. The classifier was trained on a previously 
collected data set, which includes seven different persons 
(the data from the author was not part of the training set). 
From Figure 5, the daily activity of the subject (the author) 
is clearly seen. It can be observed that there was some 



 

walking activity combined with sitting in the morning. At 
around 8am, the subject cycled to work, which usually takes 
half an hour. It can be seen that cycling is considered more 
similar to walking than running. Also it is evident that the 
subject’s work involves sitting most of the time. Some 
walking activity is recognized during the lunch break around 
1pm. At 5pm, the subject cycled back home, which is again 
recognized as walking. Later that day, the subject went for a 
short walk up the nearest hill. It is seen that during this trip 
walking is sometimes considered as running, which is 
understandable, since walking up or down a hill can cause 
more vibrations and shocks than a normal walk would, 
therefore classifier can recognize it as running. 
 

 
Figure 5: Activity recognition during one day period 
 
Since the data was recorded constantly throughout entire 
day, with 10-second long samples, this was extremely 
energy consuming. Therefore, the data were filtered as if a 
10-second sample had been recorded only every 3 minutes. 
The results can be seen on Figure 6. It is seen that all 
activities during the day are still reasonably recognized, as 
they were on Figure 6. Walking up a hill between 18:30 
and 20:00 is now even better classified, since many of the 
previously running classified samples are no longer in the 
data set. 
 

 
Figure 6: Filtered activity recognition 
 
4  CONCLUSION 
 

In this paper, human activity recognition of a single user is 
presented. The research indicates that with Naïve Bayed 
classifier and orientation independent features, it is possible 
to distinguish user behavior into three common activities: 
sitting, walking and running. The results show that such an 
approach has the potential and it can be extended into 
several directions. 
First, it would be interesting to test the system on a larger 
data set, spanning a weak or a month of user activity. 
Increasing the number of recognizable human activities, 
such as standing, cycling and driving, could be the next 

step. To maximize the classification accuracy for a larger 
set of recognizable human activities, combination with GPS 
data could be considered. Finally, the effect of varying the 
sampling frequency and the window size on the 
classification performance could be investigated. 
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